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Abstract. We have numerically solved the equation of motion for a single vortex in a resistively
shunted Josephson junction array. The vortex velocity(v), the damping coefficient(η) and the
dynamical barrier for the cell-to-cell vortex motion(Eb) are studied. In particular, we have
focused our attention on their dependence on the bias current(idc), the penetration depth of the
magnetic field(λ⊥), the vortex position(x), and the extension. The results obtained can be
described in terms of the motion of a particle subjected to a potentialU(x, idc, λ⊥), the analytical
form of which is discussed as a function of the array parameters. Under certain circumstances,
the injection of one vortex into the array may unleash a recursive process of vortex/antivortex
creation that extends to the whole array. This gives rise to the formation of a stable dynamical
state: the AVM (alternate-vortex motion), where vortices and antivortices move along alternate
rows of plaquettes.

1. Introduction

2D arrays of Josephson junctions, JJA, have been the object of intense research for the last
ten years. Besides their appeal as model systems for the study of the properties of ‘granular’
and ‘stacked’ superconductors, like the high-Tc superconductors, they are also interesting
because of their intrinsically very rich physics. Moreover they are very promising systems
for many technological applications in cryoelectronics.

The dynamical properties of Josephson junction arrays have been extensively studied
in the past by several groups, theoretically and experimentally. Research in this field has
evolved through an increasing complexity of the models studied toward a more realistic
description of the JJA (including, e.g., the inductive effects [1]). Most of the efforts have
been mainly focused on the dynamical steady state of the array as a function of the external
field, the disorder of the array, etc [2].

Within this framework, the vortex dynamics has been studied numerically, analytically
and experimentally. In most cases the theoretical study has been performed in the context
of the sine–Gordon model, either in its continuous or discrete version, that respectively
describe a long extended junction and a 1D array of parallel-shunted junctions [3]. Coupled
sine–Gordon equations permit the modelling of the analogous 2D systems [4].

In this paper, instead, as an extension of previous work on the ladder dynamics, we
focus our attention on the study of the single-vortex dynamics in 2D arrays of resistively
shunted and overdamped Josephson junctions, described by the RSJ model. This problem
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is equivalent to the transmission of a perturbation through a system of coupled oscillators.
Taking an interest in such a study is also partially motivated by the possible use of JJA
in the development of cryoelectronics devices. Indeed superconducting networks allow
a high-speed operation under very low power dissipation and are suitable for producing
single-quantum-flux digital logic circuits [5], transistors [6], photofluxonic detectors [7],
neural circuits [8], etc. Most of these applications are based upon the controlled creation and
transmission of quantized excitations (vortices and/or antivortices), which act as information
quanta. A quantitative study of the processes of creation and propagation of the signals
is essential to the design of such cryodevices. To succeed in their reliable production one
needs to know determining factors like the velocity of transmission of the vortex/antivortex,
the scales of energy involved in the processes, and their dependence on the physical
parameters—either external (e.g. the bias current supplied to the circuit,iext ) or intrinsic to
the array (i.e. the penetration depth of the magnetic field,λ⊥).

In this paper we present a detailed study of dynamical quantities such as the vortex
velocity, v, the coefficient of viscosity,η, and the height of the dynamical barrier for the
cell-to-cell vortex motion,Eb. Their dependence on the vortex position(x), the bias current
(idc) and the screening field (parametrized byλ⊥) has been carefully worked out.

An array implies a discretization of the space—the length scale is given bya, the cell
size—and thus an enhancement of the finite-size effects in the arrays whose dimensions,
Lx andLy , are not much greater thana. We have studied the dependence of the dynamical
variables on the size of the array.

The dynamics of a single vortex in a 2D JJA can be described in terms of the motion
of a particle subjected to an effective 1D potentialU(x, idc, λ⊥), the shape of which will
also be discussed in detail in this paper.

The paper is organized as follows. In section 2 we describe briefly the model used. In
section 3 we describe the results that concern the vortex velocity, the damping coefficient
and the energy barrier for the cell-to-cell vortex motion; they have all been worked out as
functions of the relevant physical parameters of the array. In this section we also discuss
the shape of the potential functionU . In section 4, we describe processes that can prevent
the use of JJA in applications strictly based upon the motion of single vortices: under
particular physical conditions (e.g. above a given value of the bias current) the perturbation
due to the presence and the motion of a vortex may induce vortex reflections at the border
of the array and even, under certain circumstances, a truly vortex/antivortex cascade. In
these conditions, at steady state, each row of the array exhibits a defined dynamical vorticity
(i.e. a dominant presence of vortices or antivortices), the sign of which alternates from row
to row: the so-called alternate-vortex motion (AVM) described in reference [9].

2. The model

For our studies we consider an ordered array with square plaquettes and one superconducting
junction per link. The dynamics of the ladder is simulated in the limit of zero shunt capacity
(i.e. the overdamped case). We also assume that the phase of the order parameterφi is
constant on each grain (i.e. we consider point grains). The dynamical equations atT = 0
are [10]

h̄

2e

∑
j

1

Rij

d

dt
(φi − φj − Aij ) = −

∑
j

sin(φi − φj − Aij )+ ii(ext) (1)

where i, j stand for nearest-neighbour points.ii(ext) = Ii(ext)/Ic is the external current
entering the sitei normalized to the maximum critical currentIc, andRij is the shunt
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resistance of the junction. In general,Aij includes the contributions of both the external
and the internal magnetic fields:

Aij = 2π

80

∫ j

i

(aext + aint ) dr (2)

wherea is the vector potential, and80 the flux quantum. In this paper the external magnetic
field is set to zero, andAij is entirely due to the currents circulating in the array (iij ):

Aij =
∑
k

l
1

4πλ⊥
FFij ;klikl . (3)

HereFF is the inductance matrix [11] andλ⊥ the penetration depth of the magnetic field
normalized to the lattice spacinga, i.e. [12]

λ⊥ = 1

2π

80

µ0Ica
(4)

A detailed description of the numerical algorithm is given in [13].
It is worthwhile noting that, since the knots of the array are represented by point grains,

the fluxoid quantization is automatically fulfilled:∑
ij∈α

θij + 2π

80
(f tot ) = 2nαπ. (5)

∑
ij∈α stands for the anticlockwise sum along the links of theα-plaquette andθij is

the gauge-invariant phase along the linkij—restricted to the interval(−π, π ]–. f tot =∑
ij∈α Aij is the total flux through the cell.

The ladder is biased with an external d.c. current, parallel to they-axis, iext = idc,
that is injected at the top of the array (y = (Ny − 1)/2), and extracted at the bottom
(y = −(Ny − 1)/2). Time is measured in units of the adimensional quantityt/τ , with
τ = h̄/(2eIcRij ).

The creation of a single vortex is achieved through the temporary breaking of a link
at the border of the ladder: the current surrounds the defect and induces an excess of
vorticity in the rightmost plaquette leading to the vortex formation. After its creation, the
vortex, subjected to the Lorentz force, moves along the array. This is a quite different
experimental procedure from those adopted previously in reference [14], where the authors
put the emphasis on the effects of various types of defect on the vortex dynamics.

3. Dynamical properties

Figure 1 shows different examples of vortex trajectories. We identify the position of the
vortex with that of its centre, i.e. the cell with vorticitynα = 1 (see equation (5)). This is
why in figure 1 the position of the vortex assumes discrete values.

We define the cell-average velocityv(x) as 1/TN , whereTN is the time that the vortex
spends in cellN ; it is trivially related to the instantaneous velocity,vi(x), v(x) = 〈vi(t)〉N ,
where

〈vi(t)〉N = a/(tN+1− tN ) =
(∫ tN+1

tN

vi(t) dt

)/
(tN+1− tN ).

A comparison between figures 1 and figures 2, where we have reported some examples
of vortex profiles, clearly suggests a direct relation between the velocity and the spatial
extension of the vortex.
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Figure 1. Examples of vortex trajectories: (a) as a function of the lattice size (we compare the
motion of a vortex in a 32×2 cell ladder and in a 32×32 array); (b) as a function of the magnetic
penetration depthλ⊥ for a 32× 2 cell ladder. Time is measured in units ofτ = h̄/(2eIcRij ),
andx in units of the lattice spacinga. idc = 0.90 .

In a ladder (an array withNx×2 sites), the transverse extension of the vortex is limited
to a, the cell dimension, and this also affects its extension along thex-axis. In a large 2D
array, however, this constraint does not exist and the degree of localization of the vortex
depends onλ⊥. In anNx ×Ny array, the radius of the vortex is a function of the length of
the smallest side of the array (see figure 2(a)), and of theidc- andλ⊥-values (figure 2(b)).

The shape of thev(x) curve depends on the ratio of the vortex extension and the array
size (see figure 3(a)): the vortex, created at the border of the array, initially accelerates
until it is at a distance from the border greater than its extension. At this point it reaches a
steady cell-average velocityv: v is no longer sensitive to the position and remains constant.
When the vortex approaches the opposite border of the array, it accelerates again. In figure
3(a) we have fixed the smallest dimension of the array,Ny = 32. Thus the three curves
correspond to vortices with the same extension. We note that the velocities at the centres of
the array are basically the same in the three cases. If we reduceNy (figure 3(b)) thev(x)
curve flattens, and the steady velocity decreases.

In figure 4 we report the steady velocity as a function ofidc for different values ofλ⊥
in a 128× 32 array. The smaller the vortex is, the lower its velocity is. An explanation of
this behaviour will be provided below.

The motion of a vortex in a JJA can be nicely described in terms of that of a particle
subjected to a given potentialV . Let us analyse in detail the functional form of this potential
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Figure 2. (a) The shape of a moving vortex as a function of the transverse size of the array for
32× Ny arrays (Ny = 2 (•), 4 (M), 8 (♦), 16 (×) and 32 (O)). (b) The shape of a moving
vortex as a function ofλ⊥ in a 32× 32 array.λ⊥ = ∞ (•), 10 (×), 1 (♦) and 1/2 (M). The
smallest dimension of the array determines the vortex extension. We plot the values of the mesh
currents along the central row of the array (the vortex moves from right to left).

and its dependence on the array parameters.
The Gibbs energy of a certain phase configuration of a Josephson junction array is given

by the following expression:

U =
∑
i

iext;iφi −
∑
ij

cos(φ − φj − Aij )

(if the screening effects are not negligible, then it is necessary to consider also the magnetic
energy term:1

2iijLij ;klikl).
If we restrict ourselves to the study of the single-vortex dynamics, then we can identify

V with U .
U can be decomposed into five terms [15]: the core energyUc = π2/2, defined as half

the energy needed to create a vortex–antivortex pair; the energy of the vortex in the absence
of a magnetic field and of external currentsU0(x); the energies due to the interaction with
the external field and with the bias current,Uf (x) andUi(x); and the term that accounts
for the periodicity of the ladder,Upot (x). Strictly speaking,U depends also on the vertical
coordinate,y. In this paper, however, we will not study this dependence: we consider the
case of a vortex that moves along the central row of the array(y = 0). Both the coordinates
x andy are given in units normalized to the cell dimension,a.

The analytical expressions forUi(x), Uf (x), andUpot (x) in terms ofh̄Ic/(2e) are given
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Figure 3. (a)v(n) for Nx×32 arrays (Nx = 32 (M), 64 (♦), 128 (•)). λ⊥ = ∞, andidc = 0.90.
The value ofv(0) is apparently the same in all cases. (b)v(n) for square 32× Ny arrays (Ny
= 2 (M), 4 (◦), 8 (•) and 32 (♦)). The smallest dimension of the array determines the vortex
extension and, thus, the profile and the steady value of the velocity.

respectively by

Ui(x) = −2πi(x + L/2) (6)

Uf (x) = −π
2L2

2
f

(
1− 4

(
x

L

)2)
(7)

and

Upot (x) = −1

2
EB cos(2πx). (8)

L is the array dimension of the direction perpendicular to that of the bias current normalized
to the cell dimension,a, andEB is the energy barrier that the vortex must overcome to
move from one cell to the next one. We fixed the origin of the coordinates,x = 0, at the
central column of the array.

We have checked that theidc-dependence ofU is perfectly described by equation (6),
independently of the size of the array and of the value ofλ⊥. Indeed, in figure 5(a) we
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Figure 4. The steady vortex velocity,v, versusidc for different values ofλ⊥: ∞ (•), 2 (♦),
1 (M), 1/2 (◦). Comparison is made with the results obtained for a ladder in the absence of
inductance (continuous line).

show that
∫
U(x) dx fits very well to the expression−2πidcL, independently of the array

parameters.
The functional form ofU0(x) strongly depends on the vortex shape. For the case of a

large 2D array, in the absence of inductive effects, it is given by

U0(x) = π ln

(
4L

π2
cos

(
πx

L

))
. (9)

Things change if the vortex extension is constrained by any means (a reduced size of the
array, a smallλ⊥, etc). In order to check the spatial dependence ofU0 we have placed
a vortex on different cells of the central row of the array. We have first initialized the
phases to the expression arctan((y − y0)/(x − x0)) and then let the system relax to the
equilibrium configuration. In this way we place the vortex in the successive potential wells
described by (8). Near the border, the slope ofU0 is so steep that a vortex is not a stable
static configuration. We have compared theseU0(x) values with the curveU +2πidcx (the
continuous curve has been derived by fitting the discrete points) for 32× 32 and 48× 32
arrays. The results are shown in figure 5(b).

The effect of the array inductance is double. On one hand, it reduces the vortex
energy (since the induced magnetic field tends to compensate the external one, the effective
frustration decreases and so does the energy); on the other it modifies the energy profile,
which gets flatter (this is because whenλ⊥ grows, the vortex extension decreases;U0

becomes insensitive to the vortex position at a distance from the border greater than its
radius).

A study ofU(x)+2πidcx permits the determination ofEB from the spatial oscillations
of the potential (see figure 5(b)). The results are shown in figure 6. A comparison is
made with theEB-values worked out for the case of a ladder; these latter turn out to be
appreciably higher.

An intuitive argument explaining this behaviour is the following: if the vortex is strongly
localized, the motion from one cell to the adjacent one implies a dramatic shift of all of the
phases (especially of those along the links close to the plaquettes involved), and a higher
energy is required in order to move the vortex.

It is worthwhile noting that the dynamical energy barrier is quite different from its
statical value. In absence of inductance effects we haveEB(static) = 0.2 [16]. Phillips
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Figure 5. (a)
∫
U/(Nxidc) dx during the vortex propagation: i: 16× 16, λ⊥ = 1, idc = 0.75;

ii: 128 × 32, λ⊥ = ∞, idc = 0.75; iii: 64 × 2 ladder,λ⊥ = ∞, idc = 0.7. It turns out
that, independently of the size and the inductance of the array, the dominant component ofU

is 2πidcx. (b) U0(x) in a 32× 32 array, for different values ofλ⊥: 1/2 (O), 1 (♦), 2 (M), 32
(×), and 64 (◦). We compare these values with those obtained for 32× 32 and 48× 32 arrays
with λ⊥ = ∞ (•). The continuous lines showU + 2πidcx for a vortex moving in 32× 32 and
48× 32 arrays in the absence of inductance.

et al have generalized this result taking into account the screening effects: the energy barrier
grows asλ⊥ decreases, and for exampleEB(static, λ⊥ = 1) ≈ 0.4 [1]. These values are
appreciably different from the values extrapolated from our curves forv→ 0. The difference
between the dynamical and static values of the barrier energy can be qualitatively explained
as follows: while the vortex is moving, the phase configuration does not have time to relax,
and thus the dynamicalEB-results are greater than the static one. In addition, one has also
to consider the extra contribution due to the energy supplied by the external current (we
recall that the supplied power is

∑
i ii (ext) dφi/dt); note that the Josephson energy, the

externally supplied energy, and the magnetic energy all have their maxima when the vortex
is located between two cells, so they all contribute with the same sign to the high value of
EB .

Let us now show how the vortex velocity can be derived from the potentialU . In this
paper we consider the zero-capacitance limit (the underdamped case), i.e. massless vortices.
In consequence, the total force acting on the vortex is null, and

∂U(x)

∂x
= −ηv(x) (10)
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Figure 6. (a) EB versusv. These values have been obtained by calculating bothEB and v
for different values ofidc. λ⊥ = ∞ (•), 2 (♦), 1 (M), 1/2 (◦). Comparison is made with the
results obtained in a ladder in the absence of inductance (continuous line).

whereU andv are, respectively, the potential acting on the vortex and its velocity. Let us
briefly recall howη can be calculated [17]: the power dissipated through all of the resistances
of the array because of the vortex motion is given byWdiss =

∑
ij V

2
ij /Rij (we recall that,

due to the energy conservation,Ediss = −
∑

i iext;iφi +
∑

ij cos(φ − φj − Aij ) = −U); of
courseWdiss = dEdiss/dt . We can define a damping coefficientη throughηv2 = Wdiss .
Let us focus our attention on the displacement of the vortex from a cell to the adjacent one,
separated by a linkij . The phase of the link shifts byπ in a time δt = a/v, wherev is
the vortex velocity. IfRequiv is the equivalent resistance of the circuit between the points
i andj , the damping coefficient is given by

η = 82
0/(4a

2Requiv). (11)

In the case of a large 2D array where all the resistancesRij are equal, one hasRequiv = Rij/2.
In general,Requiv is roughly defined by the dimension of the sub-array ‘occupied’ by the
vortex, and it is thus dependent on the extension of this latter.

From (10) it is straightforward to obtain the instant vortex velocityvi(t), in the case of
no array inductance:

v = 1

η0

(
2πidc + π2

Nx
tan

(
πx

Nx

)
− πEB sin(2πx)

)
. (12)

Hereη0 is an adimensional quantity, related toη by η = η08
2
0/(4π

2a2Rij ).
Now we can qualitatively explain the dependence of the steadyv on the array size. Near

the centre—or, in rectangular arrays, far enough from the border—the spatial derivative of
U0(x) can be neglected; as the integral of cos(2πx) along a plaquette is zero, the main
contribution to the cell-average velocity comes from theidc-term, and does not depend on
any other parameter. The larger the array is, the greater the equivalent resistance becomes:η

decreases and thus the velocity increases. In an analogous way we can explain the decrease
of v with an increasingλ⊥: a low value ofλ⊥ implies a strong localization of the vortex,
and thus a smallRequiv.
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4. The vortex cascade

The control of the single-vortex propagation through the array is quite relevant for any
practical applications. This is not always possible in the case of a 2D array: indeed the
perturbation due to the presence and to the motion of the vortex may induce the creation of
extra vortices/antivortices. This happens in arrays with more than one row of plaquettes.
When the vortex (antivortex) is close enough to the border of the array it can induce the
formation of antivortices (vortices), either in the row along which it is moving, or in the
adjacent ones. This has been observed for bias currents greater than a threshold value,
which is lower than the critical current of the arrayidc = 1.

The process is illustrated in figure 7: att = 0 a vortex (black circle) is created in the
central row of the array (row 0). The Lorentz force due to the bias current (we recall that
the d.c. current is injected into the upper sites, and extracted from the lowest ones) makes
the vortex move toward the left-hand border. Att = 38τ , when the vortex is near the
border, it induces the formation of three antivortices (open circles) in rows 0, 1 and−1,
that begin to move to the right. The central antivortex annihilates with the original vortex;
the other two, when approaching the opposite edge, induce the formation of new vortices,
and so on. The energy of the system shows a peak whenever an annihilation occurs.

The extra vortex/antivortex creation process spreads from one row to the adjacent
ones affecting, finally, the whole array. The result is that different rows exhibit a well-
defined alternate vorticity (see figure 8, where we report the time-average number of
vortices/antivortices in the array rows). This dynamical state, called alternate-vortex motion,
has been recently observed by the Tübingen group [9] and confirmed by the numerical
simulation of Hagenaarset al [18]. In their experiments, Lachenmannet al [9] scanned
the sample with an electron beam; thus all of the links were perturbed. Our simulations
show that, in order to unleash the process that leads to the AVM, it is enough to operate
a perturbation on just one link of the array and wait for the appearance of the first free
vortex. Once the free vortex has been created, provided that the bias current is higher than
a certain critical value, the system, on its own, evolves towards the AVM.

5. Conclusions

In conclusion we have studied in detail the vortex transmission in 2D arrays of
superconducting junctions. Dynamical variables such as the velocity,v, the damping
coefficient,η, and the dynamical energy barrier,EB , have been worked out as functions of
the bias current, the magnetic penetration depth, the vortex position, and the extension.

The size of the system is a fundamental variable that deeply influences the vortex motion.
In a previous work [13] we have studied the vortex dynamics in a ladder, an array

consisting of a single row of plaquettes. In that case, the small transverse length of the
system constrained the vortex to be strongly localized. In 2D arrays, in contrast, the
extension of the vortex is much larger.

(i) As a consequence the number of links affected by the vortex motion increases,
and so does the equivalent resistance of the system,Requiv, leading to a smaller damping
coefficient,η. Since the dominant term ofU depends just onidc (and it is independent from
the lattice size), the vortex velocity increases with its size.

(ii) The more extended the vortex, the smoother the shift of the gauge-invariant phases
as the vortex moves from cell to cell; this implies a decreasing of the energy barrier.

(iii) The spatial distribution of the different variables (velocity, energy,. . .) is also
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(a)

(b)

Figure 7. (a) The starting point of a vortex cascade. Att = 0 we inject a vortex in the central
row of a 16× 16 array, withλ⊥ = 1 andidc = 0.9, and leave the system to evolve on its own.
The energy, the curve in (b), shows peaks whenever a vortex–antivortex annihilation occurs.
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Figure 8. The time-average number of moving vortices (•) and antivortices (♦): rows with the
dominant presence of vortices and antivortices alternate. We note that, for rows far from the
central one, the average number of vortices/antivortices decays.

affected by the vortex extension: at distances from the border of the array greater than the
extension, these variables are quite insensitive to the vortex position; however, near the
borders, the slope ofU gets steeper, causing the vortex to accelerate.

In addition:

(iv) we have shown thatv andEB depend not only on the size of the array, but also on
the bias current and on the penetration depth of the array; indeed,v andEB are respectively
increasing and decreasing functions ofidc andλ⊥;

(v) we have illustrated the development of the vortex cascade process; the sufficient
conditions for this are: an array with more than one row, and a high enough bias current.
We stress that the vortex cascade can be unleashed by the injection of a single vortex.

Hence our conclusions are as follows.

(a) We remark that the study of the single-vortex dynamics, besides its interest as
a theoretical problem, is relevant for practical implementations of arrays of Josephson
junctions. In particular, most of the cryoelectronics devices are based upon the use of
vortices or antivortices as travelling information quanta. Our dynamical results may be
relevant for the design of such devices, as regards predicting their technical features
(e.g. the velocity of transport of the signals), and stressing their drawbacks, such as the
vortex/antivortex cascade. Processes like this latter may prevent the use of large 2D arrays
in such applications.

(b) We stress that variables such asv or EB are measurable quantities, so our results
could be, in principle, experimentally checked by means of, e.g., low-temperature scanning
electron microscopy (LTSEM) [9]. This technique allows one to measure time-averaged
voltage fluctuations (1V ) with a high spatial resolution.1V (x) can be related to the
vortex/antivortex velocity at cellx. On the other hand, from the spatial variation of the
velocity v(x) it is possible to extract the value ofEB . The ‘vortex cascade’ process should
also be easily observed.
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Quantum Phenomena and Coherence in Superconducting Networksed C Giovannella and M Tinkham
(Singapore: World Scientific) p 329


